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 Motivation 
• Theory of Mind (ToM) is the ability to attribute mental states 

to oneself and others [1].

• Recent interest in evaluating Language Models’ (LMs’) 

generative performance on ToM tasks [2].

• Previous work used probing to show that LMs can represent 

beliefs of self and others [3].

• Experiments are limited in the number of models and settings 

studied, leaving several questions unanswered.

 Our Research Questions 
RQ1. What is the relation between model size and probing 
accuracy?

RQ2. Does fine-tuning have an effect on probing accuracy?

RQ3. Are models’ internal representations of beliefs sensitive to 
prompt variations? 

RQ4. Is there a risk of probes memorising training data due to 
the large dimensionality of LM representations? 

RQ5. Can we enhance LMs’ performance by editing their 
activations without training dedicated probes?

 Our Contributions 
1. Extensive probing experiments with various types of LMs 

showing that the quality of models’ internal representations 
of the beliefs of others increases with model size and, more 
crucially for smaller models, fine-tuning.


2. We are the first to study how prompt variations impact belief 
probing performance, showing that models’ representations 
are sensitive to prompt variations, even when such variations 
should be beneficial.


3. We show that by using contrastive activation addition [4] it is 
possible to improve models’ ToM performance by steering 
their activations without the need to train any probe.

 Probing Language Models’ Representations 

 RQ1 & RQ2. Effect of Size and Fine-Tuning 

 RQ3. Sensitivity to Prompting 

 RQ4. Probe Memorisation 

 Activation Editing  

 RQ5. Contrastive Activation Addition [4] 
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